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Workflow engines are frequently used in the domains of business process management, service orchestration, and cloud computing, where they serve as middleware platforms for integrated business applications. Engines have a significant impact on the quality of service provided by hosted applications. Therefore, it is desirable to compare them and to select the most appropriate engine for a given task. To enable such a comparison, approaches for benchmarking workflow engines have emerged. Although these approaches deal with different quality attributes, i.e., performance or standard conformance, they face many reoccurring design and implementation problems, which have been solved in similar ways. In this paper, we present a pattern language that captures such common solutions to reoccurring problems (e.g., from test identification, benchmarking procedure validation, automatic engine interaction, and workflow execution observation) in the area of workflow engine conformance and performance benchmarking. Our aim is to help future benchmark authors with the pattern language presented in this paper to benefit from our experience with the design and implementation of workflow engine benchmarks and benchmarking tools.
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1. INTRODUCTION

The service-oriented computing paradigm envisions the usage of services to support the development of rapid, low-cost, interoperable, evolvable, and distributed applications [Papazoglou et al. 2008]. An established part of the field of service-oriented computing is the construction of composite services on the basis of message exchanges between lower-level services [Alonso et al. 2004]. This composition is often achieved by capturing the data- and control-flow between message exchanges of several services in a workflow [Peltz 2003]. The workflow is subsequently deployed on a workflow engine, which provides the middleware execution platform, context and cross-cutting functionality, message correlation, and many other features to the hosted workflow. Today, several standards for workflow definition [Mili et al. 2010] and a multitude of engines have emerged, including implementations by global middleware vendors, open source solutions, research prototypes, and even cloud-based engines. The range of solutions makes it important for users to compare existing engines with the aim of selecting the best engine for their purpose. The problem is that engines are highly complex products, resulting in an equally complex comparison and selection problem [Harrer 2014]. To address this

---

1Lists of engines are maintained at Wikipedia: [https://en.wikipedia.org/wiki/List_of_BPEL_engines](https://en.wikipedia.org/wiki/List_of_BPEL_engines) and [https://en.wikipedia.org/wiki/List_of_BPMN_2.0_engines](https://en.wikipedia.org/wiki/List_of_BPMN_2.0_engines). The second lists has been built in the context of the BenchFlow project, which is one of our primary sources of patterns here.
Several research groups are developing such approaches and tools that target varying quality properties of workflow engines, such as performance [Ferme et al. 2015] or standard conformance [Geiger et al. 2016a]. When developing approaches and benchmarks, the aforementioned research groups are often facing the same problems, regardless of the actual property that lies in the focus of the benchmark. Such common problems are, for instance, how to identify suitable tests or workloads for engine benchmarks, or how to ensure the correctness of test implementations and benchmarking procedures. Moreover, solutions to such common problems are often similar, leading to the unfortunate situation that multiple groups invest significant effort to solve the same problem and to re-implement duplicate solutions. Since proven solutions to reoccurring problems exist and can be inferred from existing engine benchmarks, it is possible to capture these solutions as patterns. The notion of patterns originated from the field of architecture [Alexander 1978], where patterns were used to describe reoccurring structures in buildings. Years later, the idea to describe reoccurring structures in the design of software in the form of patterns [Gamma et al. 1995a] had a huge impact on software development. Since then, patterns have been applied in many areas and contexts, and a multitude of pattern catalogs and languages have been published.

Workflow engine benchmarking is an area, where, to the best of our knowledge, patterns are still lacking. The huge momentum in the development of pattern languages has also led to work that theorizes on pattern structure [Kohls 2010, Kohls 2011] and how to write a pattern [Meszaros and Doble 1998]. Here, we build on these works to specify our patterns. Meszaros and Doble [Meszaros and Doble 1998] propose name, problem, context, forces, and solution as the mandatory elements of patterns. Examples and relations are considered as optional elements. In our pattern description, we use name, summary, context, problems, forces, solution, consequences, known uses, and relations as elements. By describing such solutions as patterns, it should be possible to reduce the effort for implementing new workflow engine benchmarks and also to ease the communication among benchmark authors through a shared vocabulary.

During the last two decades, there has been a lot of momentum in the development of workflow languages. Prominent examples of such languages are the Web Services Business Process Execution Language 2.0 (BPEL) [OASIS 2007] or the Business Process Model and Notation 2.0 (BPMN) [ISO/IEC 2013]. Moreover, new languages are still being developed. For instance, in the area of application management, the current draft of version 1.1 of the TOSCA standard [OASIS 2017] describes a new workflow language. This will trigger the development of new workflow engines, which have to be benchmarked to be able to compare them. The concepts and patterns behind existing benchmarks should be understood in order to implement a new suitable benchmark for such new engines.

This paper is an extension of a first proposal of workflow engine benchmarking patterns [Harrer et al. 2016]. Here, we are building upon some of the previously published patterns, formulate them in a broader and more reusable fashion, and also include additional patterns related to workflow performance benchmarking. We extend the pattern description and add a discussion of forces and consequences. Moreover, we sketch the relationships between the patterns to connect them into a pattern language. Some of the patterns from our first proposal [Harrer et al. 2016] have been excluded from this paper in favor of new patterns. The group of authors has also been extended to include additional researchers from the field of workflow engine performance benchmarking. Since all of the authors have been working on workflow engine conformance and performance benchmarks and tools for several years, we are confident that the presented patterns can help the authors of future standardized workflow engine benchmarks.

The paper is structured as follows. First, we describe the participants and challenges in workflow engine benchmarking in Sect. 2 and we provide an overview of Betsy and BenchFlow, the two projects used as the main source of experience and knowledge to build the pattern language. Thereafter, we outline the structure of the pattern language in Sect. 3. Sect. 4 describes the patterns, which act as a set of alternative and
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2. CHALLENGES IN WORKFLOW ENGINE BENCHMARKING

In the following, we clarify the recurring challenges one faces when building a conformance or performance benchmark for workflow engines. These challenges are the crucial sources and motivation for gathering workflow engine benchmarking patterns. We then introduce Betsy and BenchFlow, the main source of knowledge and experience for the proposed patterns.

2.1 Big Picture of Workflow Engine Benchmarking

Workflows and workflow engines, or more abstract, process-aware information systems [van der Aalst 2013], are commonly used in the service-oriented computing domain to orchestrate services [Peltz 2003]. In short, a workflow is the machine-readable and executable representation of a business process in whole or part and a workflow engine is the software runtime environment that manages and controls the execution of workflow instances [WfMC 1995]. Today, two language standards are predominantly used for workflow specification and execution. These are BPEL [OASIS 2007] and BPMN [ISO/IEC 2013].

Benchmarks are an important tool in computer science that is needed to compare and analyze the quality provided by software systems [Huppler 2009]. Many aspects of software can be benchmarked, but often the focus resides on performance-related aspects, such as latency or throughput. When it comes to workflow engines, two major aspects have been in the spotlight. As indicated above, one of these is performance [Ferme et al. 2015; Bianculli et al. 2010b; Rosinosky et al. 2016; Daniel et al. 2011]. The second aspect is standard conformance, which reflects the fact that workflow engines are often standards-based products [Harrer et al. 2012; Geiger et al. 2015]. Benchmarking approaches for both aspects exist for both languages mentioned in the previous paragraph, for BPEL [Bianculli et al. 2010b; Harrer et al. 2012] and BPMN [Ferme et al. 2015; Geiger et al. 2015].

Figure 1 offers a big picture of workflow engine conformance and performance benchmarking, highlighting its four main elements: tests, the engines to be tested, the benchmarking procedure, and the benchmark results.

When a benchmark is conducted, tests are used to specify requirements, workloads, expectations or desired behavior of the engines under test. Next to the tests, a set of engines is the second input to the benchmark. They are the objects of study (i.e., the systems under test) that are to be evaluated so that they can be...
compared in a fair way. The *benchmarking procedure* is the tool for evaluating engines according to the tests and produces the corresponding benchmark *results*. These results should be constructed in an easily comprehensible fashion to allow for a straightforward interpretation. In the simplest case, they provide a ranking between the engines, supported by empirical evidence obtained through measurements and a calculation of key performance indicators.

### 2.2 Challenges

During workflow engine benchmarking, several challenges arise related to each element listed in Sect. 2.1. These challenges are non-trivial and correspond to reoccurring problems that need to be solved for every benchmark. Hence, they are the problems for which we propose patterns as a solution here. In total, we identified six challenges, numbered from C1 to C6, which we present in the following.

Regarding the tests, the major issues are about *Tests Identification* [C1] and *Correct Test Creation* [C2]. The tests should be suitable and representative of realistic usage scenarios. If this is not the case, the results produced by the benchmark are of no use. Since realistic tests can be non-trivial, it is important to ensure that they are free of issues, since even minor issues could have a considerable impact on the benchmark results.

Major challenges regarding the benchmarking procedure are *Benchmarking Procedure Validation* [C3], *Guaranteed Test Isolation and Reproducibility* [C4], and *Workflow Execution Observation* [C5]. As for the tests, quality assurance needs to be in place to make sure that there are no errors in the benchmarking procedure that might have an impact on the benchmark results. Since realistic test sets might be large, it is important to make sure that tests can be executed independently, regardless of the execution order, and regardless of whether execution takes place sequentially or in parallel. Moreover, as outlined by Kistowski et al. [v. Kistowski et al. 2015], reproducibility has to be ensured. Finally, a mechanism needs to be in place that helps to identify how and if the benchmark and singular tests are progressing. Since a benchmark might push an engine to its limits, it can easily be the case that an engine fails to make progress during execution, which needs to be detected and acted upon.

Regarding the engines, the major issue is *Automatic Engine Interaction* [C6]. The sixth challenge concerns the ability of the engine to participate in a benchmark in the first place. Test execution requires the evaluation of assertions or observation of behavior, so it is necessary that the engine has facilities in place that allow to communicate its state to the outside. Moreover, the engine needs to be properly installed and configured at the start of the benchmark so that it can operate correctly, otherwise meaningful results are unlikely.

### 2.3 Workflow Engine Benchmarking with BenchFlow and Betsy

We derived the patterns presented here from our long-standing work on workflow engine benchmarking in the context of two benchmarking systems or projects. Firstly, this is the *BPEL/BPMN Engine Test System* (Betsy)[3] which implements a conformance benchmark for workflow engines. Secondly, this is *BenchFlow* which implements a performance benchmark in this area. Although these two systems are the initial motivators for developing this pattern language, there are more uses of the patterns in other systems as well. These uses are listed in the respective parts of the pattern descriptions.

Betsy has been introduced as a conformance evaluation tool for engines supporting BPEL [OASIS 2007] in 2012 [Harrer et al. 2012]. The initial aim of the tool was to judge the maturity of the standard support for BPEL in the industry, i.e., to see how well the standard is implemented by workflow engines in practice. Subsequently, the tool was extended with support for more and more BPEL engines [Harrer et al. 2013]. Eventually, we added support for benchmarking engines for BPMN [ISO/IEC 2013] in 2015 [Geiger et al. 2015].

[1] https://github.com/uniba-dsg/betsy

---

**EuroPLoP’17: European Conference on Pattern Languages of Programs, July 12–16, 2017, Irsee, Germany**
During this evolution, we tested many different approaches for tackling common problems that we faced. The multi-language support forced us to find reusable solutions that work for multiple engines which build on very different paradigms. Some of the solutions that we found useful during this work are now described in the form of patterns in this paper.

BenchFlow\footnote{https://github.com/benchflow} has been developed as an end-to-end framework to simplify and automate reliable performance benchmarking of BPMN engines \cite{Ferme2015,Skouradaki2016,Ferme2016b}. It reuses and integrates state of the art technologies, such as Docker\footnote{http://docker.com}, Faban\footnote{http://faban.org}, and Apache Spark\footnote{http://spark.apache.org} to reliably execute performance tests, automatically collect performance data, and compute performance metrics and statistics, as well as to validate the reliability of the obtained results.

3. WORKFLOW ENGINE BENCHMARKING PATTERN LANGUAGE

The pattern language for conformance and performance benchmarking we propose covers all the elements of a benchmark from Fig. 1, namely tests, benchmarking procedure, engines, and results, and is based on the challenges described in Sect. 2.2.

We organize the patterns we include in the language per challenge, as presented in Fig. 2 where the mapping to the specific benchmarking element is highlighted with the same set of colors used in Fig. 1. Patterns to identify the tests (C1) and correctly create tests (C2) are related to the test element of the benchmark, and concern the identification and quality assurance of test cases for a benchmark. The patterns
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Configuration Permutation (P1.1), Reoccurring Process Fragments (P1.2), and Representative Workflows (P1.3) help to identify the tests (C1). To correctly create tests (C2), the relevant patterns are Stub Extension (P2.1) and Dry Run Workflows (P2.2).

Patterns that help to validate the benchmarking procedure (C3), guarantee test isolation and reproducibility (C4), and observe the workflow execution (C5) concern benchmarking procedure guidelines for enabling comparability of results, and automating the benchmark environment. The patterns related to validating the benchmarking procedure (C3) are Aptitude Test (P3.1) and Comparable Configuration (P3.2). The one related to guaranteeing test isolation and reproducibility (C4) is Virtual Machines (P4.1). Patterns related to observing the workflow (C5) are Message-based Evaluation (P5.1), Execution Trace Evaluation (P5.2), and Engine API-based Evaluation (P5.3).

Engine related patterns, which deal with the challenges related to automating the interaction with the engines (C6), describe ways to instrument workflow engines for using them in a benchmark. These patterns are Engine Layer Abstraction (P6.1), Failable Timed Action (P6.2), Timeout Calibration (P6.3), and Detailed Logs (P6.4).

4. WORKFLOW ENGINE CONFORMANCE AND PERFORMANCE BENCHMARKING PATTERNS

In this section, we present the workflow engine conformance and performance benchmarking patterns, mirroring the mapping of patterns to challenges introduced in Sect. 3.

For each pattern, we provide a unique name, a summary, the context and a list of the problems it addresses, which correspond to the challenges from Sect. 2.2. Furthermore, we describe the forces, the solution to said problems, outlining what the pattern does in an abstract form, and the consequences of applying the pattern. Lastly, we outline the known uses of a pattern and the relations it has to other patterns of our proposed pattern language.

4.1 Tests Identification (C1) Patterns

To identify the tests (C1), one can determine the constructs of a modeling and/or execution language and apply Configuration Permutation (P1.1). Alternatively, if a process model collection is available, one can use Reoccurring Process Fragments (P1.2) or Representative Workflows (P1.3) to identify the most frequently used process fragments and workflows within a given collection.
Configuration Permutation (P1.1)

Summary
Determine all variants, in which a construct of a workflow language (e.g., a language construct for conditional branching, such as an exclusive gateway[8] in BPMN) can be used, and cover them with test cases. The pattern captures how such test cases are derived from the defined structure of language constructs.

Context
Workflow modeling language specifications such as BPMN or BPEL contain a variety of language constructs including control-flow constructs such as conditionals and loops as well as data-flow constructs such as sending and receiving events. Language constructs may have many configuration options that modify their execution behavior. These configuration options are often not independent and result in different behavior when they are combined. In conformance benchmarking it is desirable to determine whether the configuration options of these language constructs are supported by the workflow engines implementing the specification. In this case, benchmarking means that the workflow engines are compared against standardized specifications and it is determined how well they conform to those specifications. In performance benchmarking this pattern ensures that all the possible variants of a construct, common or not, are tested.

Problem
How to include tests to cover all the possible variants in which a construct of a workflow language can be used?

Forces
- The main goal is to achieve completeness in the tests for a language construct, BUT without a systematic approach it is easy to forget language construct variants, although not every variant is used in practical scenarios. When striving for completeness, the problem of test explosion arises. Hence, the effort in regard to test creation and execution has to be kept under control.

Solution
(1) Identify a construct in the specification of a workflow language;
(2) Determine all configuration parameters and their range of values;
(3) Permutate them to get all configurations for the construct;
(4) Select the ones out of all configurations that are allowed by the language specification.

---

[8] An exclusive gateway, or XOR gateway, represents a decision in a workflow in which exactly one branch has to be taken.
Every allowed configuration of a construct may have multiple variants, such as boundary values or invalid values, resulting in another round of permutations of (1-4). Each variant is a test.

Example – In BPMN, there is the exclusive gateway construct which can be configured in three ways (the range of values is standard, default, and mixed): (i) standard with all outgoing sequence flows having conditions, (ii) an exclusive gateway with a sequence flow without a condition and marked as default, and (iii) one as a mixed gateway with both branching and merging capabilities. In this example, all three configurations are allowed in the specification and each configuration has exactly one variant resulting in three tests in total for that language construct.

Consequences

Benefits – The consequence of using this pattern is a more comprehensive set of tests by deriving tests in a systematic fashion. With these tests it can be determined which variants of the constructs are supported on a workflow engine. This knowledge can drive the creation of Representative Workflows [P1.3] that can be executed on the majority of today’s workflow engines.

Liabilities – The strive for completeness advocated by this pattern complicates the subsequent execution of the benchmark, since execution time and resource consumption increases with the number of tests (i.e., combinatorial explosion). This can be mitigated by reducing the test execution time with Virtual Machines [P4.1]. The more tests that have to be created, the higher is the effort required to create correct tests. This effort can be reduced through Stub Extension [P2.1] whereas Dry Run Workflows [P2.2] ensure that the tests are without faults.

Known Uses

(1) From a more general point of view, the principle underlying this pattern is known as combinatorial design testing [Cohen et al. 1997].
(2) The pattern has been used for BPEL conformance benchmarking [Harrer et al. 2012].
(3) It has also been used for BPMN conformance benchmarking [Geiger et al. 2015].
Relations

Shared Challenge – If data on the occurrence frequency of language constructs or a collection of representative workflows is available, then Reoccurring Process Fragments (P1.2) and Representative Workflows (P1.3) are viable alternatives to solve the shared challenge of those three patterns.

Unresolved Forces – Execution time can be kept under control by introducing Virtual Machines (P4.1). Test creation effort can be reduced through Stub Extension (P2.1).

Benefits for – Reoccurring Process Fragments (P1.2) and Representative Workflows (P1.3) benefit from Configuration Permutation (P1.1).
Reoccurring Process Fragments (P1.2)

Summary
Identify the most important or most relevant combinations of workflow language constructs (i.e., process fragments) as test cases based on their occurrence in real-world process collections.

Context
Workflow languages contain many different language constructs. In a workflow model, configurations of these constructs are combined to implement a desired piece of functionality. All combinations of constructs that are permitted according to the specification of the language should behave correctly, especially those that are frequently needed in practice, because we can expect the workflow engines to execute them often. This pattern applies to conformance benchmarking, since all combinations of language constructs should behave correctly, and also to performance benchmarking, since combining language constructs should not yield unexpected performance pitfalls.

Problem
How to identify common control-flow structures used within different workflows as test cases?

Forces
- In workflow engine benchmarking it is desirable to test all ways in which basic language constructs can be combined with each other, BUT this potentially leads to a combinatorial explosion of the amount of test cases.
- More important combinations of language constructs should be prioritized, BUT this requires information about which constructs or combinations of constructs are used more frequently, because otherwise users of the benchmark will struggle to see its relevance.
- Focusing on important combinations of language constructs can increase the relevance of a benchmark, BUT the importance of a construct might depend on an application domain. Therefore, applying this pattern can turn a benchmark more relevant to one domain, but less relevant to others.

Solution
1. Gather a large corpus of workflows;
2. Identify the the most common fragments in these workflows by counting their occurrence frequency;
3. Create tests based on the most important (i.e., reoccurring) fragments.
Example – Well-known reoccurring process fragments in the area of workflows are the so-called workflow patterns [van der Aalst et al. 2003; Wohed et al. 2006]. These patterns capture control-flow structures that the authors of the above mentioned studies have found to be common in workflow models by analyzing the capabilities of a wide range of engines. A concrete example is the splitting of the control-flow into separate branches, where on execution one of the branches is chosen exclusively based on a condition (called exclusive choice pattern). Listing 1 outlines the code of the test case for this pattern for benchmarking BPEL engines with Betsy.

Listing 1: Code outline of the Betsy test for the exclusive choice workflow pattern in BPEL

```
<process>
  <partnerLinks />
  <variables />
  <sequence>
    <!−− Consumes test input parameters−−> 
    <receive /> 
    <!−− Takes alternative control−flow paths based on input parameters−−>
    <if>
      <assign />
    </if>
    <else>
      <assign /> 
    </else>
    <!−− Returns a different value depending on the path taken that is used for checking test success−−>
    <reply />
  </sequence>
</process>
```

Consequences

Benefits – The pattern intends to increase the meaningfulness of a benchmark by focusing on the most frequently used aspects of a workflow language. This focus helps to avoid a combinatorial explosion of the amount of test cases that would occur when trying to cover all combinations of constructs. Since occurrence frequencies of language constructs can be sensitive to the considered process collection, the outcome of applying this pattern is also highly domain-dependent. A strong tie to a certain domain can be both, a benefit or a liability, for a benchmark. This depends on whether the benchmark is intended as a general-purpose or a domain specific evaluation.

Liabilities – The application of the pattern does not guarantee complete coverage with regards to a process modeling language specification. If this is a desired property for the benchmark, then CONFIGURATION PERMUTATION [P1.1] should be applied as well. The effort of creating test cases based on reoccurring process fragments can be mitigated by applying STUB EXTENSION [P2.1] Furthermore, DRY RUN WORKFLOWS [P2.2] can be applied to validate the correctness of created test cases. Moreover, the pattern is meant to test the workflow engine in handling frequent structures, but does not necessarily cover business critical processes, that might contain different constructs and structures. For covering the last situation, REPRESENTATIVE WORKFLOWS [P1.3] can be used to select representative workflow with different structural characteristics, even if they are not so frequent.

Known Uses

(1) In the performance testing literature, the principle underlying this pattern is used for obtaining a kernel workload [Dujmović 2010].
This pattern has been used by Bianculli et al. in SOABench [Bianculli et al. 2010a] to define performance tests for BPEL engines.

It has been used for BPEL conformance benchmarking with Betsy on the basis of workflow patterns [Harrer et al. 2013].

The pattern has also been applied for BPMN conformance benchmarking with Betsy using workflow patterns [Geiger et al. 2015].

Finally, micro-benchmarks for performance with BenchFlow were implemented using workflow patterns [Skouradaki et al. 2016].

**Relations**

**Shared Challenge** – The pattern shares the challenge it addresses, namely how to identify the test cases for the benchmark, with the patterns Representative Workflows (P1.3) and Configuration Permutation (P1.1).

**Facilitated by** – The creation of test cases using this pattern can be supported by applying Stub Extension (P2.1) Configuration Permutation (P1.1) helps to see if certain configurations of constructs are
not supported even when used in isolation. If this is the case, there is no point in retesting the same configurations as part of a larger test case created using this pattern. Furthermore, **Dry Run Workflows** support correctness checking and validation of test cases that were created using this pattern. **Unresolved Forces** – **Representative Workflows** can be used to select representative workflows with different structural characteristics, even if they are not so frequent.

**Representative Workflows**

- **Summary**
  Pick a small set of representative workflows out of a large collection based on their static/structural properties.
- **Context**
  Workflow engines are designed to host many different workflow models at the same time. These collections of models can thus be very large with diverse models that are executed to achieve business goals. This pattern suggest to select the most representative models from an overall collection. It applies mainly to performance benchmarking.
- **Problem**
  How to select representative workflows to be used for benchmarking, out of a large model collection, so that the benchmark can be executed in a reasonable amount of time?
- **Forces**
  - Real-world collections of workflow models can be very large, BUT benchmarks require time to be executed. Thus, it might not be feasible to execute all the models from a collection.
  - It is possible to select a subset of workflows from a collection for using them in a benchmark, BUT the workflows included in the benchmark should be representative of the overall collection.
- **Solution**
  (1) Gather a large corpus of workflows;
  (2) Apply clustering techniques on a process collection, using workflows’ static and structural complexity metrics as features;
  (3) Select the clustroid workflow of each cluster as representative of the collection and include them in the benchmark;
  (4) Execute the benchmark using the process models obtained out of step 3.
- **Consequences**
  - The subset of selected workflows reduces the execution time of the benchmark in comparison to time required for the full corpus of workflows. The subset also contains representative workflows that are rare within the corpus because they are also represented through their own clusters.
Liabilities – Depending on the variability of the model features, the analysis may fail to reveal a small number of clusters. Moreover, the obtained sets of process models might not be representative for the full workflow corpus, and thus not be able to evaluate the performance of the workflow engines realistically.

Known Uses
(1) In the performance benchmarking literature, a similar technique is applied to define kernel workloads [Dujmović 2010], e.g., workload representing the most common usages of a language constructs, as for example the LINPACK’s benchmark workload [Dongarra and Luszczek 2011].
(2) The technique is used in the context of BenchFlow [Ivanchikj 2014] to derive representative workflows for performance benchmarking.
(3) Argenti [Argenti 2015] applied this technique to derive workflows representative of different clusters to execute performance benchmarks simulating differently sized companies.

Relations

![Diagram showing the relations of P1.3 with other patterns]

Shared Challenge – The pattern shares the challenge it addresses, namely how to identify the test cases for the benchmark, with the patterns Reoccurring Process Fragments (P1.2) and Configuration Permutation (P1.1). Facilitated by – Representative Workflows (P1.3) benefits from the application of Configuration Permutation (P1.1), because knowing which language features are supported by the workflow engines to be benchmarked helps to select workflows containing language features that can actually be executed as part of the benchmark.

4.2 Correct Test Creation (C2) Patterns
To correctly create tests (C2) one can derive tests using Stub Extension (P2.1) which ensures a certain degree of correctness by design. Moreover, before starting the actual benchmark, Dry Run Workflows (P2.2) verify that the created tests can actually be correctly executed by the engines.
**Stub Extension (P2.1)**

![Diagram of a workflow model with extension points]

**Summary**

Increase efficiency and ensure correctness by creating tests through the extension of the same skeleton of a workflow model.

**Context**

Benchmarks can require the creation of a huge set of test cases to adequately cover their objectives. Even more important, all test cases need to be correct and, due to the amount of tests that need to be created, support for test correctness by design, as offered by this pattern, is helpful. The pattern is applicable in the context of conformance and performance benchmarking.

**Problem**

How to ensure the tests are created correctly?

**Forces**

- Workflow modeling languages can express arbitrarily complex processes with a large number of modeling constructs, BUT usually there is a minimal number of language constructs that are always needed to turn a workflow into an executable piece of software.
- Different test cases of a benchmark should focus on different aspects of a language, BUT they all require the presence of the most foundational constructs, which will need to be reused in many workflows.
- Benchmarks often consist of a huge set of test cases, BUT a lack of consistency when creating the test cases can easily lead to errors.
- Building every test case from scratch separately is feasible, BUT error-prone.

**Solution**

1. Determine the most basic features that are required to build an executable workflow, a workflow stub;
2. Mark extension points in the stub, where further language constructs can be inserted;
3. Start the implementation of test cases with a copy of the stub and build upon its extension points.

A workflow stub is a very basic workflow, which is extended for all tests, so that the extension contains solely the feature under test. The stub itself provides extension points, where the feature under test can be put. The rest is the minimal overhead required to observe the feature under test. This way, all tests follow the same structure, and when looking at the difference between the test and the stub, the feature under test can be easily identified. In essence, the principle underlying this pattern is a general test design principle: tests should be as concise and minimal as possible to make sure that they focus on the aspects relevant to the test only.

**Example**

- The stub used for BPEL conformance benchmarking in Betsy consists of a `Receive` activity (to start a new workflow instance) and a `Reply` activity (to observe correct termination of the instance), contained in a `Sequence` activity (to order the flow of control). The main extension point is between the `Receive` and the `Reply` activity. An outline of the code of this stub is depicted in Listing 2.
Listing 2: Stub for BPEL Workflows

```xml
<process>
  <partnerLinks />
  <variables />
  <sequence>
    <receive />
    <!-- Test implementation -->
    <assign />
    <reply />
    <!-- More test implementation, if message exchanges are involved -->
  </sequence>
</process>
```

**Consequences**

**Benefits** – The application of the pattern results in a standardization of the structure of test cases, which can benefit understandability. The effort of creating new test cases is reduced, since a starting template for a test case is available. This is beneficial if a huge set of test cases needs to be created. By using the existing template, there is less potential for accidentally introducing errors during test creation.

**Liabilities** – Although the pattern supports the efficient creation of correct tests, it may not always be applicable or desirable to have a standardized structure of test cases. The reason for this is that the structure of a stub may contradict a particular type of practical use case or reoccurring process fragment.

**Known Uses**

1. Stubs are frequently used in testing workflows, but rather for the purpose of replacing external communication parties, e.g. [Li et al. 2005].
2. This pattern was applied in Betsy for BPEL conformance benchmarking [Harrer et al. 2012].
3. Moreover, it has been applied in BPMN conformance benchmarking [Geiger et al. 2015].
4. Workflow stubs have also been used for computing the distance between workflow models for the purpose of pattern support assessment [Lenhard et al. 2011].

**Relations**

![Fig. 6: Relations of P2.1 with other Patterns](image)

**Benefits for** – If the stub is fully functional, it can act as an **APTITUDE TEST** (P3.1).
Dry Run Workflows (P2.2)

Summary
Execute the benchmark workflows in isolation using in-memory engines to test the correctness of workflow execution.

Context
Benchmarks can contain many different workflows that can possibly fail at runtime due to dynamic errors. This pattern helps in reducing the number of runtime errors, during the execution of the benchmark.

Problem
How to efficiently ensure that the workflows can be correctly executed on all the engines that are part of the benchmark before running the actual benchmark?

Forces
- Not all engines fully support all workflow modeling language features, in all the possible configuration variants. Applying statics analysis on the workflows part of the benchmark ensures that the workflows are syntactically and semantically valid, BUT in order to check that the targeted engines are able to execute such workflows they have to be deployed on the engines to be executed, and the execution outcome has to be verified.

Solution
(1) Deploy a workflow on an in-memory engine instance;
(2) Execute at least one workflow instance for each workflow part of the benchmark;
(3) Verify that the execution state of the workflow instance(s) is as expected.

For improved performance of the dry run, the engines can be deployed using a non-persistent configuration.

Consequences
Benefits – Failed dry run executions allow to detect dynamic errors early, avoiding to run the entire benchmark.
Liabilities – Some failures during the real benchmark execution can still occur due to other factors, e.g., engine overload.

Known Uses
(1) In the field of software testing, the principle underlying this pattern is well-known as dry run testing [Schmidt 2013]. Originally, the term dry run comes from firemen practicing for an emergency and executing their job without water, hence dry.
(2) In software performance engineering, it is known as smoke test [Molyneaux 2014].
(3) BenchFlow relies on this technique to validate the correct dynamic behavior of the workflow instances executed as part of the benchmark, for all the engines that take part in it.
Relations

Fig. 7: Relations of P2.2 with other Patterns

Shared Challenge – Dry Run Workflows (P2.2) can be used to conduct the Aptitude Test (P3.1).

Benefits for – The pattern can be used to execute an Aptitude Test (P3.1).

4.3 Benchmarking Procedure Validation (C3) Patterns

To validate the benchmarking procedure (C3), one can apply Aptitude Test (P3.1) and Comparable Configuration (P3.2).

Aptitude Test (P3.1)

- Auto Engine Start
- Process Deployment API
- Start Process API
- Process Instance Check

Summary

The Aptitude Test (P3.1) describes the minimal requirements for an engine for participating in a benchmark and automates the checking of these requirements.

Context

Especially when integrating a new engine or a new version of it into a benchmark, it needs to be made sure that the engine can correctly participate in it. Also when updating the benchmarking procedure, it needs to be made sure that the interaction with the engines is still correct. The pattern is relevant to conformance and performance benchmarking alike.

Problem

Are there enough engines available which fulfill specific requirements so that a benchmark is worthwhile?
Forces
- The motivation for an Aptitude Test (P3.1) is to find out if a benchmark is worth doing. The test avoids a waste of resources in case a benchmark is meaningless, BUT the test could be considered an overhead in case of a positive result.
- The Aptitude Test (P3.1) can be conducted through Dry Run Workflows (P2.2) to determine the aptitude of the complete system more quickly, BUT this can result in different outcomes as the Aptitude Test (P3.1) is not performed in the actual benchmarking environment.

Solution
1. Determine minimal requirements for an engine to participate in the benchmark;
2. Define an aptitude test that automatically determines whether the minimal requirements are met;
3. Abort the complete benchmark if an engine does not pass the aptitude test.

Example – In conformance benchmarking, the Aptitude Test (P3.1) checks whether 1) an engine can be installed and started automatically, 2) a minimal workflow can be deployed automatically to that engine, and 3) that the engine can execute the deployed minimal workflow correctly. Additionally, for performance benchmarking, 4) the engine should log when each process instance was started and finished.

Consequences
Benefits – An Aptitude Test (P3.1) results in the early termination of a benchmark in case the benchmarking procedure is faulty, or the execution environment of the benchmark does not work as expected. Especially during phases of benchmark development, this pattern results in immediate feedback on errors that renders the benchmark useless, and which otherwise would only have become obvious after the completion of a full benchmark.
Liabilities – The application of the pattern causes an overhead of an additional test per performed benchmark. Typically, this overhead is acceptable. In case the overhead of the additional test is not acceptable, it is possible to perform the Aptitude Test (P3.1) once for a group of benchmarks.

Known Uses
1. In a more general sense, aptitude tests are used during job interviews to evaluate verbal or reasoning skills of applicants as a baseline for their employability [Hartigan and Wigdor 1989]. This principle is adopted in this pattern to the workflow engine benchmarking context.
2. Betsy uses a BPEL-specific aptitude test for BPEL conformance benchmarking, named Sequence, containing a receive-assign-reply triplet (see Message-based Evaluation (P5.1)).
3. It also uses a BPMN-specific aptitude test for BPMN conformance benchmarking, named SequenceFlow, containing a start and end event, with corresponding script tasks to allow to observe the events (see Execution Trace Evaluation (P5.2)), connected through sequence flows.
4. BenchFlow uses Aptitude Test (P3.1) as well to determine whether the engine can take part in the performance benchmarks [Ferme et al. 2016b]. It is combined with Dry Run Workflows (P2.2).
Relations
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Fig. 8: Relations of P3.1 with other Patterns

Shared Challenge – The **Aptitude Test** (P3.1) can be conducted through **Dry Run Workflows** (P2.2) to determine the aptitude more quickly.

Facilitated By – The **Aptitude Test** (P3.1) be used as a stub for **Stub Extension** (P2.1) or vice-versa.

**Comparable Configuration (P3.2)**

Summary
The pattern has the goal of enabling comparability among the results of a benchmark involving more than one engine.

Context
This pattern is mainly relevant in performance benchmarking, but it also applies to conformance benchmarking when different alternative configurations impact the language constructs’ configurations the engine can execute.

Problem
How to enable the possibility to compare results obtained by executing the same benchmark with different engines?

Forces
Different engines might have different default value for similar configuration options, making it difficult to compare the benchmark results, BUT the goal of a benchmark is usually to compare different systems in a fair way.

**Solution**

1. Determine the configuration options that can impact the performance or construct support of a workflow engine;
2. Identify all identical or similar configuration options among the different workflow engines;
3. Update the configuration option values accordingly so that all the engines use the same configuration, or at least one that is as similar as possible.

**Example** – In performance benchmarking, one has to ensure, e.g., that the logging level of the different engines is always the same, and that the application stack on top of which the engines rely on (e.g., application server) is set to the same version.

**Consequences**

- **Benefits** – By setting the same configuration, comparability of results is enhanced.
- **Liabilities** – It is sometimes difficult or impossible to set the same configuration, due to unavailability of certain options for some engines. In this case, the comparison of results must take into account the possible differences due to the different configuration.

**Known Uses**

1. BenchFlow compares the performance of the engines while using the same configuration for all the engines [Skouradaki et al. 2016; Ferme et al. 2016a; Ferme et al. 2017].
2. The pattern has also been used by Bianculli et al. [Bianculli et al. 2010a] to compare the performance of open-source and commercial BPEL workflow engines.
3. In [Daniel et al. 2011] the authors make sure to use the same deployment stack for all engines, which are however tested in their default configuration.

### 4.4 Guaranteed Test Isolation and Reproducibility (C4) Patterns

**Virtual Machines** (P4.1) can be applied to **guarantee test isolation and reproducibility** (C4).

**Virtual Machines (P4.1)**

- The execution-ready state of an engine is captured in a snapshot of a dedicated virtual machine.
- Test isolation is a central property in a benchmark that is relevant for performance and conformance benchmarking alike.
Problem
How to guarantee test isolation and enhance reproducibility of the results?

Forces
- Every test in a benchmark needs to stand on its own, BUT execution runs of an engine may influence subsequent executions on the same engine instance. Thus, it is not permissible to reuse an instance for multiple tests.
- It would be more efficient to reuse the same engine for all tests, BUT this would lead to a coupling of test cases and failing to isolate tests properly renders a benchmark invalid.
- An fresh instance of an engine can be installed for every test case, BUT this can lead to a significant increase in the time taken and in the computing resources consumed by a benchmark.

Solution
(1) Create a virtual machine with a snapshot of a freshly installed and running engine upfront. This requires a one-time setup and effort for every engine that participates in the benchmark;
(2) With such a snapshot in place, each test can be executed in isolation: the snapshot can easily be restored before each test and be discarded afterwards, resulting in test isolation with a low temporal overhead.

Example – In Betsy, a reinstallation of the engine for every test was not possible for a number of engines, in particular for commercial ones, because the installation routine took several hours to complete [Harrer et al. 2014b]. Therefore, the operating system state of was captured in a virtual machine snapshot after a fresh installation of these engines. The benchmarking procedure of betsy was then modified to start up the virtual machine snapshot, deploy test cases to the snapshot and evaluate test execution, and finally to reset the virtual machine state back to the original snapshot for the next test case.

Consequences
Benefits – By using virtual machines, it is possible to guarantee test isolation with a less significant execution time overhead than by reinstallation.
Liabilities – For virtual machines, there is typically a substantial RAM, disk and performance overhead [Barik et al. 2016].

Known Uses
(1) Daniel et al. [Daniel et al. 2011] rely on virtual machines for performance benchmarking of engines.
(2) Bianculli et al. [Bianculli et al. 2010a] rely on virtual machines for performance benchmarking of engines.
(3) Rosinosky et al. [Rosinosky et al. 2016] use virtual machines provided on Amazon Web Services public cloud for benchmarking the performance of a workflow engine.
(4) Support for virtual machines has been implemented in Betsy, primarily for BPEL conformance benchmarking [Harrer et al. 2014b].
4.5 Workflow Execution Observation (C5) Patterns

To observe the workflow execution (C5), Message-based Evaluation (P5.1), Execution Trace Evaluation (P5.2), and Engine API-based Evaluation (P5.3) are applicable.

Message-based Evaluation (P5.1)

Summary
Direct communication with workflow instances in the form of message passing is used to evaluate the correctness of the execution of a test.

Context
The pattern advocates a live interaction with an engine during the execution of the benchmark. It is mainly relevant to conformance benchmarking since message passing might have an undesirable impact on the execution performance of a workflow instance. It can be applied in performance benchmarking as well, in case message passing features are the target of the benchmark.

Problem
How to observe the execution behaviour of a workflow during the execution of a test for evaluating its outcome?

Forces
- To verify that language features are implemented correctly, it is necessary to investigate how they are executed by the engine. BUT since engines are designed to hide the internal execution behavior of workflows, it is usually impossible to investigate the flow of execution directly (i.e., without relying on execution side-effects).
- Sending messages from and to a workflow instance allows to observe execution state, BUT it can have an impact on execution performance.

Solution
1. Include functionality in the workflow models to consume and reply to messages from the outside. Use small communication interfaces with few methods and few message types, since this reduces the complexity of test cases;
2. During test execution, let the benchmarking system send messages to a workflow instance, and store the reply;
3. After the execution of the test case, evaluate the payload of the message with the expected result, to judge success or failure of the test.

Example – In BPEL conformance benchmarking, Betsy communicates with BPEL instances through six different types of SOAP messages that map to three different operations that can be supported by a test case.
Then, betsy evaluates the outcome of a test by checking the response messages. The messages exchanged are very simple, e.g., single string literals or numbers, to maintain a low impact on the overall complexity of a test. Listing 3 outlines the structure of the test interface that betsy uses, in particular the message types.

Listing 3: Outline of the WSDL code of the web service interface used by Betsy

```xml
<definitions name="TestInterface">
  <partnerLinkType />
  <property />
  <propertyAlias />

  <!-- Small set of simple message types -->
  <types>
    <xsd:element name="testElementSyncRequest" type="xsd:int"/>
    <xsd:element name="testElementSyncResponse" type="xsd:int"/>
    <xsd:element name="testElementSyncFault" type="xsd:int"/>
    ...
  </xsd:schema>

  <!-- Messages that reference the types -->
  <message />

  <!-- A small set of operations that communicate the messages -->
  <portType>
    <operation name="startProcessSync">
      <input name="syncInput" message="tns:executeProcessSyncRequest"/>
      <output name="syncOutput" message="tns:executeProcessSyncResponse"/>
      <fault name="syncFault" message="tns:executeProcessSyncFault"/>
    </operation>
    ...
  </portType>

  <binding />
  <service />
</definitions>
```

**Consequences**

**Benefits** – Using the pattern, the execution behavior of workflow instances can be observed in a relatively direct and straightforward way. It avoids the need for making use of native engine-specific APIs, and keeps the benchmarking infrastructure more independent from the particularities of different engines.

**Liabilities** – Applying this pattern influences the structure of the test cases, possibly increasing their complexity. Moreover, it comes at a cost of execution performance of workflow instances, which may not be acceptable in some cases.

**Known Uses**

1. This form of specification-based testing is common in the area of service-oriented systems and web services [Bozkurt et al. 2012].
2. Testing tools, such as SoapUI, use this strategy as well.
3. In Betsy, the pattern is applied for BPEL conformance benchmarking.
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Bai et al. [2005] use this pattern to test web services.

Relations
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Fig. 9: Relations of P5.1 with other Patterns

Shared Challenge – Execution Trace Evaluation (P5.2) and Engine API-based Evaluation (P5.3) share the challenge of observing the workflow instance execution state to enable test evaluation with this pattern.

**Execution Trace Evaluation (P5.2)**

![Diagram showing execution trace evaluation process]

**Summary**

Workflow instances can be programmed to serialize their execution state at specific points in time. The sequences of such traces can be used to evaluate test execution.

**Context**

The pattern is mainly relevant for conformance benchmarking. As is the case for Message-based Evaluation (P5.1), the problem is that the internal execution behavior of a workflow is not visible to the benchmarking system. Some form of output is needed from a workflow that can be evaluated by the benchmarking environment. The pattern tries to find a trade-off between the need for evaluating the outcome of tests in the benchmark and the execution performance of a test, which might be affected negatively.

**Problem**

How to observe the workflow execution behaviour?

**Forces**

- Observing the behavior of workflow instances through log traces allows asserting their execution correctness, BUT at a cost in execution performance.
- Using a small set of different standardized log traces results in smaller execution traces that are easier to comprehend, BUT may result in too generic traces that convey no semantics or meaning, resulting in assertions that are harder to comprehend.

**Solution**

1. Define possible log traces;
(2) Configure the engine or the workflow to write log traces to disk;
(3) Execute the workflow;
(4) Optionally, inspect **Detailed Logs** and convert log statements to log traces;
(5) The benchmarking framework then reads the log traces after the execution of the test and compares them with expected ones.

**Example** – In BPMN conformance benchmarking, Betsy writes log traces through BPMN script tasks. Each script task writes a different log trace. By comparing the actual log traces with the expected log traces, it can be asserted if the execution was correct. Listing 4 outlines the BPMN code used for the test cases in Betsy. At decisive positions in the control-flow graph, a script task is inserted and the **script** element captures the log message to be written. When Betsy operationalizes the test case for a concrete engine, it picks up the message and inserts a script that the respective engine can execute.

**Listing 4: Outline of the logging mechanism using BPMN script tasks in Betsy**

```xml
<definitions>
  <process>
    <!-- Start of test case implementation -->
    <sequenceFlow id="SequenceFlow_1" sourceRef="start" targetRef="ScriptTask_1"/>
    <scriptTask id="ScriptTask_1">
      <incoming>SequenceFlow_1</incoming>
      <outgoing>SequenceFlow_5</outgoing>
      <script>SCRIPT_task1</script>
    </scriptTask>
    <sequenceFlow id="SequenceFlow_5" sourceRef="ScriptTask_1" targetRef="ExclusiveGateway_1"/>
    <!-- Further test case implementation -->
  </process>
</definitions>
```

**Consequences**

**Benefits** – The correctness of the execution behavior of workflow instances can be observed. Assertions can be written in a concise fashion through a small number of standardized log traces.

**Liabilities** – Using this pattern reduces the performance of the system. That makes this pattern unsuitable for performance benchmarking. Moreover, test assertions might be hard to comprehend, if the log traces are too generic.

**Known Uses**

(1) This pattern is used frequently in the field of process mining [Rozinat and van der Aalst 2008].
(2) It is used in Betsy for BPMN conformance testing. For BPMN, **Message-based Evaluation** is not applicable because of a lack of detailed support for sending and receiving messages. In script tasks, log traces are written to a log file. Moreover, engine specific logs are checked and additional log traces are created based on them. This is useful for conditions like the detection of whether a workflow did complete correctly.
(3) Execution traces are used for asserting whether workflow patterns [Russel et al. 2006] are supported by engines [Lenhard et al. 2011].
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Relations
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Fig. 10: Relations of P5.2 with other Patterns

Shared Challenge – Message-based Evaluation P5.1 and Engine API-based Evaluation P5.3 are alternatives to this pattern.

Facilitated by – Detailed Logs P6.4 can be used to support an implementation of this pattern.

Engine API-based Evaluation (P5.3)

Summary

Engine APIs can be queried about the execution state of workflow instances to infer the success or failure of a test execution.

Context

This pattern is relevant to conformance and performance benchmarking. As is the case for Message-based Evaluation P5.1 and Execution Trace Evaluation P5.2, the problem is that the internal execution behavior of a workflow is not visible to the benchmarking system. It is more suitable for performance benchmarking than other alternatives since it usually has a smaller performance overhead.

Problem

How to observe the workflow execution behaviour during or after the execution of a test by relying on the engines APIs?
Forces
- Observing the behavior of workflow instances by interacting with engine-provided APIs produces timely information, BUT APIs usually differ for every engine. Therefore, the implementation of the benchmarking procedure requires more effort.

Solution
(1) Determine the APIs provided by the engine to access the workflow instances execution state;
(2) Execute the workflows;
(3) Use the API provided by the engine to query the deployment state of the workflow model, the current state, and the history of specific workflow instances and store these into a log;
(4) The benchmarking framework then reads the log traces after the execution of the test and compares them with expected ones.

Example – BenchFlow [Ferme et al. 2015] needs to access the execution state of the workflow instances to determine when the workflow engine completes the execution of the workflow. It relies on engines’ provided APIs to verify the status of the started workflow instances after the load has been completely issued, and before collecting performance data.

Consequences

Benefits – ENGINE API-BASED EVALUATION [P5.3] potentially provides a way to evaluate test results without a too strong influence on the system being benchmarked. The execution state of workflow instances and tests can be evaluated with a comparably little performance overhead.

Liabilities – The pattern may not necessarily be applicable, since it depends on the availability of an API for programmatic access to the engine functionality. Due to the current lack of standardized APIs, it also tends to complicate the development of the benchmarking procedure, since it usually requires to develop custom engine-specific code.

Known Uses
(1) This pattern is used in Betsy for BPMN conformance testing.
(2) BenchFlow [Ferme et al. 2015] queries the BPMN engines about their deployment status, prior to start issuing the load.
(3) BenchFlow [Ferme et al. 2015] queries the BPMN engines to monitor and verify the final states of the started workflow instances using engine APIs.

Relations

Fig. 11: Relations of P5.3 with other Patterns
Shared Challenge – This pattern is the most direct way of observing internal execution state available and an alternative to Message-based Evaluation (P5.1) and Execution Trace Evaluation (P5.2).

Facilitated by – The effort for applying this pattern is reduced with Engine Layer Abstraction (P6.1), because the interaction can be with the abstraction layer, instead of directly with the engine APIs.

4.6 Automatic Engine Interaction (C6) Patterns

Engine Layer Abstraction (P6.1) and Failable Timed Action (P6.2) can be used to automate the interaction with the engines (C6). Detailed Logs (P6.4) represents a way to obtain the required data from the engines for this interaction and Timeout Calibration (P6.3) shows a way to find a proper timeout for the interaction.

Engine Layer Abstraction (P6.1)

Summary
Since a benchmark is usually built for more than a single engine, an engine-independent layer that the benchmarking framework controls can help to streamline the operationalization of different engines.

Context
The purpose of benchmarking frameworks is to execute benchmarks on multiple products. APIs of engines might be vastly different.

Problem
How to interact with different engines uniformly?

Forces
- An engine-independent layer allows the benchmarking framework to interact with all engines uniformly, BUT this only is helpful for the operations supported by all engines and cannot take features or operations into account that are supported by a subset of the engines.
- An engine-independent layer allows to add a new engine without having to change the benchmarking procedure by implementing an adapter for that new engine, BUT implementing the adapter can require significant development effort.

Solution
1. Define an abstract layer which a) converts engine independent artifacts to engine dependent ones and vice versa, and b) provides uniform methods to interact with each engine. This handles converting engine specific logs to engine independent log traces, engine installation, workflow deployment, workflow instance creation, and other engine specific operations such as how to behave after an abortion of a workflow;
2. Implement an adapter for each engine.
Example – The uniform BPEL management layer (UBML) [Harrer et al. 2014a] contains a service which converts engine-independent BPEL processes with their corresponding WSDL and XSD files to engine-dependent and deployable packages, which can then be deployed. Each engine has its own format for its deployable packages and its own method on how to deploy their package. UBML captures all the different formats and methods and wraps them behind a uniform set of operations. The structure of UBML is depicted in Fig. 12.

Consequences
- Engines can be controlled in an abstract fashion independent of a concrete engine. The benchmarking procedure becomes more streamlined and easier to extend without modifications to the core procedure. It is easier to extend the benchmark with a new engine.
- An adapter has to be developed per engine. The ENGINE LAYER ABSTRACTION (P6.1) may not contain all necessary operations and has to be circumvented for some operations.

Known Uses
1. The pattern can be seen as a specialization of the facade pattern in object-orientation [Gamma et al. 1995b], and it is a widely used practice in systems integration [Grady 1994].
2. The UBML [Harrer et al. 2014a] has been extracted from BPEL conformance benchmarking in Betsy. It is an engine independent layer to (un)install, start, and stop the engine as well as to deploy workflows and collect log files. The engine adapters of this layer heavily rely on FAILABLE TIMED ACTION (P6.2), TIMEOUT CALIBRATION (P6.3), and DETAILED LOGS (P6.4).
3. A similar layer exists for BPMN conformance benchmarking in Betsy, as well.
4. BenchFlow relies on an engine abstraction layer as well, by providing engine specific implementations for the APIs needed for deploying and starting process instances [Ferme et al. 2015].
Relations

Facilitated by – The implementation of the pattern is facilitated by FAILABLE TIMED ACTION (P6.2), TIMEOUT CALIBRATION (P6.3) and DETAILED LOGS (P6.4).

Benefits for – The pattern supports the usage of ENGINE API-BASED EVALUATION (P5.3).

Failable Timed Action (P6.2)

Summary
During a benchmark, engines may fail for various reasons and stop to make progress. To make sure that the overall benchmark continues nonetheless, it is necessary to restrict actions with a timeout in addition to waiting for the success or failure of the actions.
**Context**

Since execution failures can occur regardless of the type of benchmark, **Failable Timed Action** \((P6.2)\) is relevant to performance and conformance benchmarking.

**Problem**

How to correctly complete the execution of a benchmark even when the benchmarked engines expose unexpected behaviour, e.g. indefinite waiting states?

**Forces**

- Setting a success, failure, and timeout condition for an action ensures that the benchmark will always progress, BUT the timeout can be set too low, causing the benchmark to proceed too early leading to flawed results, or the timeout can be set too high, causing the benchmark to take more time to execute.
- Handling timeouts for each action ensures that the benchmark will always progress, BUT the benchmarking framework requires additional logic to handle those timeouts.

**Solution**

1. Each failable action needs a success, failure, and timeout condition.
2. The test system executes a specified action.
3. Then, it waits for a specific period during which success and failure conditions are checked every X milliseconds. The action fails if the time is exceeded or if a failure condition is met. It succeeds if the success condition is met within the specific period.

**Example** – The act of deploying a workflow often involves copying artifacts to a specific location on the file system, after which the engine deploys it automatically, and then evaluating success through log inspection. For instance, to deploy a BPEL workflow named “test.bpel” to Apache ODE, the deployment archive (a zip file containing the BPEL file and a deployment descriptor) must be placed in the folder named “processes” which is constantly monitored by Apache ODE for new deployment archives. If the workflow is deployed successfully, Apache ODE creates a marker file named “test.deployed” within the “processes” folder, and if the deployment fails, the log of Apache ODE contains the message “Deployment of test failed”.

**Consequences**

- **Benefits** – The benchmark framework can detect failures on the side of workflow instances and it can make progress even when such failures occur.
- **Liabilities** – Additional timeout handling results in more complex benchmark code.

**Known Uses**

1. Betsy relies on **Failable Timed Action** \((P6.2)\) for BPEL conformance benchmarks when interacting with the engines.
2. It also relies on **Failable Timed Action** \((P6.2)\) for BPMN conformance benchmarks when interacting with the engines.
3. BenchFlow also relies on **Failable Timed Action** \((P6.2)\) for issuing the load to the engines and checking whether the engine succeeds in handling the same.
Relations

Facilitated by – The pattern facilitates **Detailed Logs** *(P6.4)* because log messages can indicate success or failure conditions.

Unresolved Forces – **Timeout Calibration** *(P6.3)* is required by this pattern to make sure that timeouts are neither too high or too low.

Timeout Calibration *(P6.3)*
Summary
During a benchmark, usually many instances of Failable Timed Action [P6.2] are executed. Timeouts which are too long extend the benchmark duration unnecessarily and timeouts that are too short lead to flawed results. Timeout calibration helps preventing both cases.

Context
Since any type of benchmark is likely to depend on Failable Timed Action [P6.2], Timeout Calibration [P6.3] is relevant to performance and conformance benchmarking alike.

Problem
How to select an appropriate timeout for the various actions within a benchmark?

Forces
- Calibrated timeouts reduce the execution duration and the number of flaws in the result for subsequent benchmark runs, BUT calibrating the timeouts takes time and resources.
- Calibrating timeouts using a single workflow (e.g. Aptitude Test [P3.1]) saves time and resources, BUT the calibration may produce inappropriate timeouts for the full benchmark.
- Calibration provides appropriate timeouts within a specific environment and benchmark, BUT these timeouts may be inappropriate in another environment and benchmark.

Solution
(1) Before an actual machine is used for benchmarking, calibrate the timeouts by measuring the execution times of typical parts of a workflow.
(2) Use the calibrated timeouts for subsequent benchmark runs on that machine.

Example – Betsy calibrates its timeouts by measuring the time for each Failable Timed Action [P6.2] by conducting the Aptitude Test [P3.1] at least three times. To accommodate outliers, the timeout is the sum of the measured time plus a security range.

Consequences
Benefits – Calibrated timeouts reduce the execution duration caused by waiting too long and the number of flaws in the results caused by violated timeouts. Using a single workflow allows to quickly calibrate the timeouts on a specific machine.
Liabilities – The calibrated timeouts may not reduce execution time and the number of flaws in the results if the environment behaves differently, e.g. if the machine experiences additional load, or if the benchmark executes other actions than the ones that have been calibrated. The actions in full benchmarks may take longer than the actions during calibration, causing timeout violation during the benchmark, resulting in flawed results.

Known Uses
(1) Betsy uses this pattern for BPEL conformance benchmarking at several levels to limit the execution time that a benchmark consumes [Harrer et al. 2012]
(2) In the same fashion, Betsy uses this pattern to optimize the execution times of BPMN conformance benchmarks [Geiger et al. 2016b]
(3) In BenchFlow, timeouts for the response times were calibrated to make sure that engines had enough time to respond [Skouradaki et al. 2016].
Relations

Fig. 15: Relations of P6.3 with other Patterns

Facilitated by – This pattern is facilitated by APTITUDE TEST (P3.1) because the simplest workflow possible is a good starting point for a resource efficient timeout calibration.

Benefits for – The pattern benefits FAILABLE TIMED ACTION (P6.2) because it provides more meaningful timeout values.

Detailed Logs (P6.4)

Summary
To facilitate evaluating workflow engine behavior, enable detailed logging information.

Context
The behavior of workflow engines manifests in state changes during workflow execution. Those state changes are tracked by a workflow engine through the output of information into a log. This information can be used for evaluating the behavior of a workflow engine.

Problem
How to observe the workflow execution details (Workflow Execution Observation (C5)) and how to automate the interaction with the engines (Automatic Engine Interaction (C6))?
Forces
- For evaluating benchmark results, it has to be possible to infer the correctness of a workflow engine’s execution. To support this, the goal of Detailed Logs [P6.4] is to extract as much information as possible out of the workflow engine, BUT the default workflow engine configuration typically does not provide enough information.

Solution
1. Determine configuration options to configure logging;
2. Determine possible log levels;
3. Choose the log level with the highest verbosity;
4. Then configure the workflow engine to use verbose logging.

In case other, non-verbose log levels are used, it might not be possible to observe everything that is important regarding the state of a workflow.

Example In the Camunda BPM engine, log levels can be configured using a properties file. The entry `org.camunda.bpm.engine.bpmn.behavior` is responsible for setting the log level of the engine [Camunda 2017]. Several log levels are offered, including `verbose` logging.

Consequences

Benefits – The execution state of an engine can be inspected after execution in its highest possible detail.

Liabilities – Increased logging level reduces workflow execution performance as more CPU and disk I/O is required.

Known Uses
1. The pattern has been used for BPEL conformance benchmarking in Betsy [Harrer et al. 2012].
2. It has also been used for BPMN conformance benchmarking in Betsy [Geiger et al. 2015].
4. From a more general-purpose point of view, the pattern has been used in software diagnosis [Yuan et al. 2012].
5. RELATIONS AMONG PATTERNS

The 15 patterns have various kinds of relationships to one another, which can be classified into the following four groups: shared challenges, unresolved forces, facilitated by, and benefits for. In Fig. 17 we present the complete pattern language presented in this work, and all the relations among all the patterns. In Fig. 18 to 21, these relationships are depicted. In particular, Fig. 18 shows the patterns that share the same challenge, Fig. 19 depicts the patterns that address unresolved forces of other patterns, Fig. 20 provides an overview over which patterns facilitate the implementation of others, and Fig. 21 outlines patterns that provide benefits for other patterns.

Each pattern is represented by an ellipse and each relationship by a directed edge. The only exception is that of the alternatives, as they are modeled through a rectangle in which every pattern is an alternative. The pattern relationships are represented in four separate figures to reduce the amount of overlapping edges, and make the representation of the relationships between the patterns easier to comprehend.

**Fig. 16: Relations of P6.4 with other Patterns**

Benefits for – **Execution Trace Evaluation** (P5.2) can be implemented using this pattern. **Engine Layer Abstraction** (P6.1) builds on this pattern. **Failable Timed Action** (P6.2) may require this pattern to have enough information for deciding on action failure.
Fig. 17: Relationships Among Patterns
The pattern relationships allowed us to uncover a number of additional insights. We can identify different patterns sequences, for example from patterns related to identify the tests [C1], to patterns related to validate the benchmarking procedure [C3]. **Reoccurring Process Fragments** (P1.2) is facilitated by **Dry Run Workflows** (P2.2) that has benefits for **Aptitude Test** (P3.1). Other patterns sequences are also present between patterns related to validate the benchmarking procedure [C3] and the ones related to automate the interaction with the engines [C6]. **Engine API-based Evaluation** (P5.3) is facilitated by **Engine Layer Abstraction** (P6.1) that is itself facilitated by **Detailed Logs** (P6.4), **Failable Timed Action** (P6.2).
and Timeout Calibration

One pattern, namely Comparable Configuration does not have relationships with any other patterns, it stands alone. Another interesting aspect is that normally, there is only a single pattern for a specific problem, resulting in little choice between the patterns. Last, the two patterns Detailed Logs and Stub Extension can be viewed as foundational patterns of the language. Many other patterns rely on them, either directly and transitively. Together, they enable six other patterns, summing up to eight patterns which is more than half of the patterns language.

6. RELATED WORK

A number of related patterns have been discussed in the literature. presents an overview on methods for searching and selecting patterns. Unfortunately, most of the presented pattern repositories are no longer online and custom search engines for patterns are also no longer available. To find related patterns, we searched the databases of relevant publishers and indexing services and also the proceedings of the EuroPLoP and PLoP conferences from year 2000 onward.

In the context of testing, “Java Testing Patterns” provide guidelines for testing Java programs. The tests are mostly related to test object-oriented software and show the steps to test an application. Interestingly, none of the patterns are directly comparable to the presented patterns. presents patterns that describe how to formulate expected test results. Test data should be stored along with
Fig. 21: “Benefits For” Relationships Among Patterns

the test. This resembles the benchmarking tests as we apply them in our approaches, since we store all test artifacts in the same repository and not externally. For creation of the tests, we followed the “Check as you Go” pattern, which provides one assertion per test. Furthermore, Gassmann [2000] presents patterns for developing software tests in general. His work is centered around the concepts of JUnit and does not cover the black-box setting as it is done in this work. There is the pattern “WSDL-based testing of web service compositions” [Petrova-Antonova et al. 2015], which somehow details MESSAGE-BASED EVALUATION [P5.1]. The message needs to be designed, assertions defined, and finally the test executed. VIRTUAL MACHINES [P4.1] is similar to the pattern “Virtual Machine Environment” [Syed and Fernandez 2010]. The VME pattern focuses on the general application of virtual machines, whereas we focus on benchmarking workflows. Oberortner et al. [2010] present patterns for measuring performance-related QoS properties. The aim is to measure the interaction between a client and a server and not to benchmark a single system as we do in our work.
A well-known set of patterns in the area of workflow management can be found in the workflow patterns, which exist in an initial set \cite{van_dier_Aalst_2003} and an extended set \cite{Russel_2006}. These publications define recurring control-flow structures in workflows and their popularity spawned work on patterns for other dimensions of workflows models. The same group of authors also envisaged workflow data patterns \cite{Russell_2005b}, workflow resource patterns \cite{Russell_2005a}, and workflow exception patterns \cite{Russell_2006}. Others groups contributed change patterns \cite{Weber_2008}, time patterns \cite{Lanz_2010}, process instantiation patterns \cite{Decker_2009}, parallel computing patterns \cite{Pautasso_2006}, and activity patterns \cite{Thom_2009}. The main difference between these pattern catalogs and the language we propose here lies in the focus of the patterns. The aforementioned articles describe patterns that target the language used to express workflows. They describe features that are commonly needed in practice and which, therefore, should be easily expressible in a workflow language. For instance, workflow languages should provide facilities to split the control-flow into parallel branches, as defined by the “parallel split” pattern \cite{van_dier_Aalst_2003}, or it should be possible to specify fixed dates at which an element of a workflow can be executed, as defined in the “fixed date element” pattern \cite{Lanz_2010}. That way, workflow patterns provide a means for comparing different workflow languages with each other and to evaluate which language is more suited for a certain domain, by supporting structures that are frequently needed in this domain. In contrast, we define patterns for building benchmarks for workflow engines, i.e., our patterns aim to compare the capabilities of runtime execution environments and not the capabilities of workflow languages. Since the runtime environments and workflow languages are necessarily intertwined, there also is a certain degree of overlap. Our overlap with workflow patterns is mainly captured in \textit{Reoccurring Process Fragments} \cite{P1.2}, where we describe that workflow patterns from the articles listed above can be used as sources for process fragments. These fragments can then be used as test cases for benchmarking.

Picking up on the success of workflow patterns, similar patterns have been proposed in the area of service-oriented computing. These are the service interaction patterns \cite{Barros_2005}, the correlation patterns \cite{Barros_2007} and the RESTful conversation patterns \cite{Pautasso_2016}. As discussed above, these pattern catalogs can be used as sources for \textit{Reoccurring Process Fragments} \cite{P1.2}.

Lastly, workflow engines are one option for supporting and implementing enterprise integration scenarios. As such, enterprise integration patterns are related \cite{Hentrich_2006}. However, these patterns are rather centered on how to build an enterprise integration, whereas the patterns here are proposed for benchmarking one specific form of enterprise integration. In the same vein, process-oriented integration patterns do exist \cite{Hentrich_2006}. These patterns are more specific to integration scenarios using workflow engines, but as before are focused on implementing an integration between enterprises and not on benchmarking integration technology, which is our focus here.

7. CONCLUSION AND FUTURE WORK

In this paper, we presented a pattern language for workflow engine performance and conformance benchmarking. The language is structured around the four main elements involved in workflow engine benchmarking: the tests, the benchmarking procedure, the engine themselves, and the obtained results. A benchmark needs to address design challenges corresponding to each element, which can be solved by using one or more of the corresponding patterns. For each pattern, we provided a summary and describe its context, problem, forces, solution, consequences, known uses, and relations. The known uses of each pattern listed in the paper originate from both, our experience with the Betsy and BenchFlow projects, as well as from third party sources, such as \cite{Rosinosky_2016,Daniel_2011}. Furthermore, we described the relationships among the patterns to draw a structure of the language as a whole.

The patterns collected in this paper provide a common vocabulary for benchmark authors as well as guidance regarding which alternative approaches should be selected. For example, there are three ways to observe the execution of the workflow: message-based, execution trace, and engine API-based evaluation.
As future work, this pattern language should be extended with all patterns from [Harrer et al. 2016] to provide a comprehensive reference for workflow engine benchmarking patterns. Moreover, the language could provide the foundation for standardization efforts for workflow engine benchmarking. Likewise, there is some potential in generalizing these specific patterns for benchmarking workflow engines to more generic patterns for software benchmarking or even to patterns for general benchmark design.
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